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DST
• DST keeps the dialogue state up-to-date

based on the hand-crafted rules for updating the dialogue state on 

the basis of customer DAs

• The dialogue state consists of:

• customer's profile

• belief state

• Impression Evaluation (IE): Consists of nine questions on a 7-point Likert 

• Robot Recommendation Effect (RRE): The change in the degree to which the customer wanted to 

visit the attraction recommended

• Our system showed a limited performance: 32 for IE and -0.6 for PRE in human evaluation

Dialogue Robot Competition (DRC) 2022 Our System

Findings

Flow of Pipeline SystemTravel Destination Recommendation Task

• Our system has a pipeline structure with four modules 

connected sequentially

• Easy to tune the functionality of each module

• All modules can be optimized simultaneously (future work)

• NLU & NLG are implemented by the GPT-based large-scale 

language model

• A humanoid robot role-plays a counter-sales person in a 

travel agency

• Each team implements a dialogue system which is to be 

embedded in the  robot

• Goal is to help customer choose one of two tourist attractions

• Our pipeline dialogue system is limited in performance in 

human evaluation

• The reasons for the limited performance are clarified

• We implemented a pipeline dialogue system with four modules: NLU, DST, Policy and NLG

• We clarified the two reasons why the dialogue system had a limited performance:

a) Low variation in training examples for NLU

b) Failed recommendations due to the lack of the rules of policy

Ontology of Dialogue Act
• Dialogue Act (DA) consists of an intent1 and zero or more slot-value pairs2

1. Intent is an intention of customer or system

2. Slot-value pairs are detailed information to supplement the intent 

Intents for System and Customer

Example of slot definition

Evaluation & Results

Slot Value

user_name Taro

user_accompany family

… …

Slot Value

user_name Taro

user_accompany

… …

Expression Control and Motion Control

• Each system DA was expressed with a combination of one of five 

expressions and one of six motions

• Expression/motion is controlled during and after an utterance

• Example:

• When system DA includes ``good’’ intent,

• Robot nods its head with a large smile during an utterance

• When system DA includes ``goodbye’’ intent,

• Robot makes a small smile and bows after the utterance

NLU
• NLU predicts a customer DA from a customer utterance at 

each turn

• Data Collection via Crowdsourcing

• We collected 4,104 customer utterances for NLU

• Generative Model

• We used Japanese GPT-2 336M parameters ver. for NLU

inform (user_accompany = family)

Customer DA

Update

Belief State (t+1)Belief State (t)

Example of collected utterances

I would like to bring my children to see the sights.
Intent Slot-value Pair

…
inform user_accompany

= child

.
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Results & Discussion

inform (user accompany=?) [SEP] Who would you like 

to tour with?

BowLarge Smile

I would like to bring my children to see the sights. 

[SEP] inform (user_accompany=child)

Example of input and output sequence of NLU

Case Study
Good Points

• The system anticipates and responds to what the customer possibly wants to know by the rules of policy

• The system correctly answered the opening hours of the Tokyo Trick Art Museum to the customer

• The system also provided the customer with the opening hours of the Tokyo Water Science

(`` The Tokyo Water Science Museum is open from 9:30 am to 5:00 pm.’’)

Bad Points

• NLU training examples lacked variation and the system misrecognized the customer DA

• From `` I prefer something easy for children to eat,’’

NLU incorrectly predicted a DA: inform (user_accompany=child, user_food_type=steak)

• The system failed the recommendation task due to the lack of the rules of policy

• The system consequently recommended the attraction ignoring the customer’s food preferences

(`` I recommend the Tokyo Trick Art Museum because you can enjoy it even in the rain’’)

NLU

NLG

DST

Policy

ASR

TTS

Customer utterance (text) Customer DA

System utterance (text)

Dialogue state

Customer utterance

(speech)

System utterance

(speech) System DA

Customer

Example of input and output sequence of NLG

• NLG generates a system utterance from a system DA at 

each turn

• Data Collection via Crowdsourcing

• We collected 9,716 system utterances for NLG

• Generative Model

• We used Japanese GPT-2 1.3B parameters ver. for NLG

NLGPolicy

• Policy determines the next system DA on the basis of the current dialogue state

• The system follows the dialogue flow by using hand-crafted rules:

Future Work
• GPT-3 based model for NLU & NLG

• Polish the rules of DST and Policy

• Integrating all the modules and optimize the dialogue performance of the entire system

• E.g., by using Post-processing Networks (PPN)

Example of collected utterances

Who would you like to tour with?
Intent Slot-value Pair

…
request user_accompany

= ?

.

.

UtteranceDA

• attractions focused on by the customer

• history of the DAs

Example of procedure for belief sate update

Flow of dialogue

Greeting

• Self introduction

• Asking the customer his/her name

Gathering information about the customer

• Confirming the attractions the 

customer has chosen

• Asking the customer about his/her 

companion

• Asking the customer about his/her 

transportation

Introducing the attractions

Answering questions from the customer

Farewell

• Showing appreciation for coming and 

saying goodbye to the customer

Recommending one of the attractions


